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Classification using 
probabilistic models and 
other methods for mixed 
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Abstract

In this work we present comparative

results of some classification methods

for the case of two populations and a

set of binary and continuous variables.

The goal is to analyze whether using

discriminant analysis based on

probabilistic graphical models performs

well when the sample size is small.

The performance of the methods is

compared in terms of classification error

rates on both simulated and real data.
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Classification rule



Probabilistic graphical models



Probabilistic graphical models



Estimation:

Decomposable tree models



Estimation:



Estimated Classification rule



Empirical performance
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Introduction

✓ Acute Respiratory Infections are common illnesses and the leading cause of death among children under the age of five.

✓ Under-five children are at greater risk than the other population groups from many of the adverse health effects of air pollution

✓ Under-five death rate due to ARIs was 73/1000 in Africa and and 9/1000- in Asia live births (LMICs)

✓ More than 89% of deaths due to air pollution occurred in LMICs, mainly in Africa and Asia.

✓ Africa accounts for the highest excess mortality from ambient air pollution among under-five children, to which ARIs were

suggested as a potential contributor

✓ No studies use ML algorithms to investigate the effects of air pollutants and climate factors on ARIs on big data context.

✓ We used ML techniques to select and identify the associated risk factors with symptoms of ARIs in sSA countries.



Data sources and variables

✓ The data for this study came from two sources: DHS (33 sSA countries) and the NASA: PM 2.5 concentration and the

nitrogen dioxide (NO2) was estimated form of raster images (GeoTIFF).

 

Figure 1: Eligible sub-Saharan African countries included in the study

Table 1: Selection of study participants from 33 sSA countries with recent DHS reports from 2012 to 2022



Variables 



Machine Learning Algorithms (MLA)

❖ Algorithms that learn to make predictions from examples (data)

❖ used to capture the hidden patterns and factors of outcome variables.

❖ enable the use of a larger number of predictors, require fewer assumptions, incorporate “multi-dimensional

correlations”

❖ Application: medical sciences for diagnosis and outcome prediction, disease modeling , disease prediction, child

mortality predictions, and in industrial applications for prediction and classification.

❖ Only a few studies on prediction models of childhood for undernutrition .

❖ Preprocessing: transformation and standardization

 



Exploratory Data Analysis with Machine Learning Algorithms 
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Model building 

Figure 3: Overview flow chart of the Machine Learning Algorithms

used for predicting U5C respiratory infections/symptoms.



Results 

Figure 4: Proportion of under-five children with different AR infections and

symptoms across sSA countries



✓ The Gini Importance was conducted RF MLA to identify the features

on ARIs

✓ Features score larger than the second quartile (20.3) was considered as

a cut of point for selecting

✓ 21 features are retained for the subsequent analysis.

✓ Air pollutants and climatic factors: household air pollution and air

pollutants have a relative importance score greater than the second

quartile (20.3%).

✓ Only the mother's age and sex of a child from socio-demographic and

diarrhea status and vitamin were selected

✓ ML models such as GLM (logistic regression), Ridge, LASSO, Elastic

net, ANN, KNN, Boosting, Naïve Bayes, DT, RF, and Bagged Trees

were employed



The model evaluation and accuracy

➢ No substantial difference in accuracies of the different MLAs

that can predict the SARIs among U5Cin sSA countries.

➢ The highest model performance was obtained by Random

Forest, Boosting, ANN, and Bagged trees with AUCs of 0.77,

0.76, 0.74, and 0.74 respectively.

➢ The lowest model performance was observed for DT and NB

with AUC=0.68 and 0.70 respectively.

➢ The RF model is more accurate in distinguishing the diagnosis

of SARIs among children under five years



Discussion and Conclusion 

✓ Dataset contained a total of 51 features and 327,507 under-five children.

✓ Parametric linear models, semi-parametric and generalized additive models were used to determine the effects of air pollutants

on symptoms of respiratory infections

✓ Limited research were used the MLA to determine the association between air pollutants and human health, and none have

used ML models to determine the effects of air pollutants on children's symptoms of respiratory infections.

✓ The present study attempted to identify the best ML algorithms for the prediction of symptoms of ARI using nationwide cross-

sectional data from 33 SSA countries.

✓ We started the feature selection process.

✓ Using the random forest approach, the ranking of the contributions of the features was determined by using the average Gini

Importance method and only 21 features were retained for further ML models.



Discussion and Conclusion 

✓ Those selected features have scores greater than the second quartile (median), which is used as a rule of thumb for dimension

reduction of features.

✓ The performances of these ML models were compared using different statistical merits such as sensitivity, specificity,

accuracy, and AUC.

✓ Climate factors, such as temperature, wet day, and spatial location (longitude, latitude), were among the top features associated

with the symptoms of respiratory infections.

✓ Spatial location (longitude, latitude) is one of the influential features in predicting and diagnostic symptoms of ARIs

✓ PM2.5 was the most influential variable increasing the risk of ARI, together with NO2

Limitations

✓ Firstly, we considered only one recent DHS data for each country, and hence we did not model the variables over time.

✓ Secondly, the data is cross-sectional so we can only make conclusions on statistical association (not causality).

✓ Feature direction: our future focus will be to include the temporal effects to draw inferences over time and possibly causality.
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AI-Assisted Training on System of National 
Accounts (SNA) and Environmental-Economic 
Accounting (SEEA)

Leveraging Conversational AI for Effective Learning

Plan:

1. The need for harmonized training in 
Environmental-Economic Accounting 
(SEEA)

2. How AI can revolutionize learning
3. The potential of knowledge graphs to 

enhance SEEA learning
4. Perspectives



At the heart of the system, there is an AI-built 

knowledge graph based on the content of the 

course

The knowledge graph represents the core concepts in the
course and how they are related.

Example:
- The course said, “Biodiversity is impacted by habitat

destruction.”
- This knowledge is extracted and included in the knowledge

graph as a relation between the concept of “biodiversity”
and the concept of “habitat destruction”. The nature of the
relation is “is impacted by”.

- This relation is represented like this: Biodiversity [ - is
impacted by - > Habitat destruction

- When a relation is mentioned many times in the course, it
means that the relation is important. The relations are,
therefore, weighted by the number of times they were
mentioned in the course. That allows focusing on the most
important relations when there are too many relations.

Because we are using a large language model that understands
well human language, it can identify the relation no matter how
it was said in the text (the form does not matter, only the
meaning matters)



Helping the student navigate in a graph of closely related concepts



You can choose to view all the links in the (sub) knowledge graph – threshold 0 – or only the most important links (those mentioned the most often in the
course document – threshold 1 to 5)

Helping the student navigate in a graph of closely related concepts



Helping the student navigate in a graph of closely related concepts

You can display the relations that a concept
shares with its neighbors in the graph by
hovering on the corresponding node.



Engaging Through AI-driven 
Interaction

• Conversational Learning: Dialogue with 
AI chatbots for immediate query 
resolution and concept exploration.

• Simulations: AI-powered simulations 
offering real-life scenarios for hands-on 
experience.

• Case Studies: Interactive case studies 
integrated with AI insights to apply EEA 
principles in real-world contexts.

• Personalized Feedback: Instant, 
personalized feedback on exercises and 
quizzes, enhancing learning outcomes.



Leveraging Feedback 
for Excellence

• Participant Ratings: Collecting participant evaluations to 
identify strengths and areas for enhancement.

• Continuous Content Update: Utilizing feedback to refine 
course materials and AI responses for relevance and 
accuracy.

• Adaptive Learning Models: AI algorithms adjust based 
on feedback to improve engagement and understanding.



Enhancing Learning with AI

• Personalized Learning: AI enables 
customized learning experiences tailored to 
individual needs and pace.

• Immediate Feedback: Real-time responses 
and assessments from AI enhance 
understanding and retention.

• Engagement and Interaction: 
Conversational AI fosters a more interactive 
and engaging learning environment.

• Comprehensive Access: AI consolidates and 
simplifies access to diverse and complex 
information sources.

• Data-Driven Insights: AI analytics provide 
insights into learning patterns, helping to 
optimize the educational journey.



Ensuring Course 
Effectiveness

• Feedback Collection: Regular collection 
of feedback from participants to gauge 
satisfaction and areas for improvement.

• Performance Metrics: Analysis of 
completion rates, quiz scores, and 
engagement levels to assess learning 
outcomes.

• AI Analytics: Utilization of AI-generated 
data to understand participant 
interactions and adjust content 
dynamically.

• Continuous Improvement Process: 
Implementing changes based on 
evaluations to refine and enhance the 
course over time.

• Collaborative knowledge building: the 
users can contribute their own answers 
and use cases to enrich the course 
content.



Shaping the 
Future of SEEA 
Learning
• Transformative Learning: AI-assisted 

learning has reshaped access to and 
engagement with SEEA.

• Achievements: The course had 
success in making SEEA accessible, 
interactive, and effective.

• Future Enhancements: There are 
many potential updates and 
expansions based on evolving AI 
technologies and participant 
feedback.

• Broader Impact: There are wider 
implications for educational practice, 
capacity building in statistics, and 
sustainable development.
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